ABSTRACT

The Australian higher education sector is undergoing a period of substantial change. This has led to an increasing focus on metrics, targets and evidence based decision making. For instance, the Government has set a focussed agenda on improving university participation and quality. Institutions will need to negotiate performance based funding targets as part of their mission based compact agreements, and the launch of the Higher Education Participation and Partnerships Program (HEPPP) has raised the profile of equity measures. Similarly, the Cycle 2 of the AUQA audit, with its focus on benchmarking and academic standards, has highlighted the need for accurate data on student academic performance and graduate attributes.

If universities are to respond to these agendas they will need access to accurate and timely data to support institutional research and management decision making. The ability to react quickly to changes in government methodology and analytical requirements of institutional researchers and senior management, as well as to respond to AUQA’s audit data requirements, will be a key function of university statistics units.

In 2006, the Office of Planning and Quality (OPQ) at Monash University commenced work on the design and development of a data warehouse focussed on supporting DEEWR reporting, institutional research and general information dissemination. The development of this data warehouse differs from many others. It has been developed entirely in house by analysts who are subject matter experts and are involved in all aspects of the project – from data extraction, cleansing and preparation, through to all data warehouse development and maintenance activities, metadata management and data dissemination.

This paper will provide an overview of the structure and content of the OPQ data warehouse as well as examples on how its development has improved the provision of timely analysis to support evidence based decision making.

BACKGROUND

The Australian higher education sector is undergoing significant change. Recommendations from the Bradley Review of Higher Education, the launch of the Higher Education Participation and Partnerships Program (HEPPP) and the upcoming Cycle 2 of the Australian University Quality Agency (AUQA) audit at Monash University in 2012, only increase the role played by university planning and statistics areas to provide accurate and timely data for evidence based decision making.

Additionally the Government will introduce significant amounts of performance based government funding associated with various agreements made between each university and the federal government. The
establishment of these ‘mission based compacts’ allow universities to pursue their own distinct strategic direction whilst at the same time contribute to the Government’s sector wide higher education objectives (DEEWR, 2009a). The provision of public funding necessitates transparency and accountability and the ability to meet institution specific performance targets. Universities are highly accountable to government and accrediting agencies and have dramatically different reporting requirements and legislative obligations than private sector (Nakatani & Chuang 2005).

In a typical university, the planning and statistics areas are the core areas responsible for co-ordinating and ensuring adherence to the university’s strategic planning framework and managing the reporting and analysis of some or all of the DEEWR data collections. Depending on their data management framework and capabilities, the services that their analysts provide will range from standard and ad-hoc reporting through to scenario planning and predictive modelling. The department is also usually responsible for monitoring the University’s performance and generally providing research to improve strategic decision-making and to ensure that the University meets its legislative goals and targets.

So how will external changes in funding and auditing affect the operation of university planning and statistics departments? One of the main focuses of the Cycle 2 AUQA audit will be academic standards and the auditors will be looking for systematic tracking of the performance of student cohorts including admission, success, progression and completion as well as their graduate satisfaction (AUQA 2010). This monitoring will have to come from the core planning and statistics areas within the university who are experts in the interpretation and analysis of this data.

Similarly, whenever there is funding attached to performance indicators there is a requirement to replicate published figures and to analyze the data at a finer level of detail in order to elicit where performance is good and where improvements can be made. Sometimes, replicating these figures can be a complex and time consuming process. The indicators used to allocate HEPPP funding are a prime example.

The HEPPP will encourage participation of students from low socio-economic (SES) backgrounds in higher education and universities will share in more than $56 million to be allocated in 2010, increasing to $168 million in 2013 (DEEWR, 2010a). The performance of universities in regard to the recruitment of low SES students is calculated using a formula which takes into account the home location of the student as well as receipt of any income support payments.

The work involved in determining the socio-economic status of a student’s permanent home location alone will require the determination of the census collection district (CCD) of a student’s permanent home location address. This in itself will require significant data coding to transform and clean student addresses in order to prepare them for geocoding. The Centrelink component of the formula is sourced from within DEEWR and is only currently available at the aggregate institutional level. Being able to replicate the overall figure for Monash University and then break this down by faculty/campus has already been raised as information that is of vital importance to the university – to assist in the determination of strategy for increasing this cohort of students within the university.

Given the increasing focus on monitoring of academic standards and evidence based decision making, it is vital universities find ways to manage and store their data to enable flexible, rapid yet accurate analysis. Universities hold vast amounts of complex information so this can seem like an overwhelming task. To tackle this, in late 2005 Monash University finalised an enterprise-wide information management strategy. A subsequent business intelligence (BI) strategy was developed during 2006 to establish a data warehouse and BI infrastructure in order to merge the numerous information repositories into a comprehensive and robust framework. The aim was to
enable the provision of data to support managerial decision making and to help monitor performance of key university performance indicators. KPI reporting was seen as the pinnacle of reporting from the proposed environment (Monash, 2006a).

It was also around this time that the University Planning and Statistics (UPS) team within OPQ began to assess their own data management framework. The university wide BI project was still in its infancy and UPS was already managing numerous datasets from the DEEWR student and staff data collections (both Monash and national benchmarking data) as well as a range of VTAC admissions and student survey data.

This paper will outline the history and development of the UPS data warehouse as well as provide an overview of its structure, contents and capabilities. It will also discuss the reengineering of the overall data management framework within UPS, important lessons that have been learnt along the way, as well as future implementation plans for the warehouse. It is will also discuss the specific developmental methodology utilized in building the warehouse and consideration will be given to the suitability of the standard systems development life cycle (SDLC) on BI projects - due to the difficulty in accurately determining exact requirements at the beginning of such projects (Behrangi et al, 2007).
Monash reporting environment 2006

The availability and production of management information within the university in 2006 could be considered immature on the business intelligence maturity spectrum and was characterised by the following (Monash, 2006a):

1. Inconsistent views of data across the university.
3. Limited analytical capabilities.
4. Multiple operational systems.
5. Data quality issues.
6. Growth and complexity of information at Monash was increasing exponentially each year – more sources of data being stored in increasingly complex structures with little overall communication between the various systems – poorly integrated IT architecture designed to support the day-to-day operations of distinct operational transactions (Gibson & Arnott, 2010).

UPS could be seen to be a microcosm of this. As one of the most advanced data users and data custodians within the university, the problems associated with data and procedural inconsistency, redundancy and quality were all present – albeit on a smaller scale.

In 2006 UPS was utilizing a series of historical SPSS flat files – with associated value and variable labels. These files were created using SPSS code primarily for the purposes of statistical analysis within SPSS where everything required for analysis was located within a single file.

There were many advantages to this sort of file structure for institutional research and it was a big improvement over the data management practices within the unit prior to its introduction. The graphical user interface and the presence of command syntax enable reproducibility of repetitive tasks and procedural documentation (the syntax preserves a record of the data preparation and analysis processes). Unlike an Excel spreadsheet, the ‘variable view’ within SPSS incorporates a metadata dictionary (data about data) which is saved within the data file.

Monash has a site-wide license for SPSS and it is widely used by researchers and public and private sector business professionals for its statistical functions, easily transportable output and ease of use. SPSS code is easy to write and interpret for people with little or no programming experience and the menu interface can also be used to access almost any statistical analysis or data management function within SPSS. With the appropriate configuration, SPSS has advanced data import/export functionalities and ODBC connectivity.

Whilst the introduction of SPSS had many advantages (and it is still in use today within UPS for its statistical analysis capabilities), as the information requirements became more complex and the quantity of data maintained within UPS grew, the responsibilities for the management of the suite of SPSS code was dispersed amongst several UPS staff members. It became clear that there was a growing need for a co-ordinated information management strategy and the centralisation of the business logic and the data itself.

Below is a list of some of the issues that were becoming more evident as time went on:

- Same variable had different variable or value labels within different historical files.
- No common naming conventions in place.
- Difficult to determine the role a variable was playing in a particular file or how it was derived.
• Code redundancy made change control difficult. Due to the inter-dependencies between the files a staff member making a change required systems view knowledge of all business processes within UPS.
• SAS (another statistical programming language) was being used by some staff members and SPSS was being used by others (for data preparation and management).
• Multiple versions of the same file in various physical locations.
• Manual and error-prone reporting of thousands of static web reports. Majority of staff time spent of data preparation and then copying and pasting data from pivot tables into static report templates.
• Staff members managing data management and preparation processes had varying levels of technical proficiency with no over-arching commonality in their approaches.

To manage these data management and quality issues OPQ, in 2008, commenced a journey down the dimensionally modelled path and began development of a data warehouse.

Flat files, relational databases and dimensionally modelled data warehouses:

To understand the benefits of a dimensionally modelled data warehouse, it is first important to understand the differences between a flat file database and a relational database. A flat file database is one that is designed around a single physical table. One which contains all the fields required for a specific purpose – often with duplicate data across multiple columns and records (see figure below which demonstrates the fields in a sample historical SPSS flat file).

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Width</th>
<th>Decimals</th>
<th>Label</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>record</td>
<td>Numeric</td>
<td>1</td>
<td>0</td>
<td>E300  Record type</td>
<td>(1, Not reported)</td>
</tr>
<tr>
<td>year</td>
<td>Numeric</td>
<td>4</td>
<td>0</td>
<td>E550  Reference Year</td>
<td>None</td>
</tr>
<tr>
<td>id</td>
<td>Numeric</td>
<td>9</td>
<td>0</td>
<td>E313  Student ID</td>
<td>None</td>
</tr>
<tr>
<td>course</td>
<td>String</td>
<td>10</td>
<td>0</td>
<td>E307  Course code</td>
<td>None</td>
</tr>
<tr>
<td>course_num</td>
<td>String</td>
<td>10</td>
<td>0</td>
<td>E307 Original course code in Callista</td>
<td>None</td>
</tr>
<tr>
<td>CRS_ABBREV</td>
<td>String</td>
<td>10</td>
<td>0</td>
<td>Callista latest version abbrev</td>
<td>None</td>
</tr>
<tr>
<td>CRS_NAME</td>
<td>String</td>
<td>100</td>
<td>0</td>
<td>Callista latest version title</td>
<td>None</td>
</tr>
<tr>
<td>crs_grp</td>
<td>Numeric</td>
<td>1</td>
<td>0</td>
<td>Course type group</td>
<td>(1, HND Research)</td>
</tr>
<tr>
<td>CRS_TYPE</td>
<td>Numeric</td>
<td>2</td>
<td>0</td>
<td>E310  Course of study type code</td>
<td>(1, Higher Doctorate)</td>
</tr>
<tr>
<td>COMBINED</td>
<td>String</td>
<td>2</td>
<td>0</td>
<td>E455  Combined course indicator</td>
<td>(3, Not a combined course)</td>
</tr>
<tr>
<td>FOE</td>
<td>Numeric</td>
<td>6</td>
<td>0</td>
<td>E461  Field of education</td>
<td>None</td>
</tr>
<tr>
<td>FOE_NAME</td>
<td>String</td>
<td>80</td>
<td>0</td>
<td>E461 Field of education name</td>
<td>None</td>
</tr>
<tr>
<td>FOE_BROAD</td>
<td>String</td>
<td>40</td>
<td>0</td>
<td>E461 Field of education broad categories (2 digits)</td>
<td>None</td>
</tr>
<tr>
<td>FOE_NARROW</td>
<td>String</td>
<td>60</td>
<td>0</td>
<td>E461 Field of education narrow categories (4 digits)</td>
<td>None</td>
</tr>
<tr>
<td>FOE_SUPP</td>
<td>Numeric</td>
<td>6</td>
<td>0</td>
<td>E462  Field of study supplementary code</td>
<td>None</td>
</tr>
<tr>
<td>FOE_SUPP_NAME</td>
<td>String</td>
<td>80</td>
<td>0</td>
<td>E462 Field of education name</td>
<td>None</td>
</tr>
<tr>
<td>FOE_SUPP_BROAD</td>
<td>String</td>
<td>40</td>
<td>0</td>
<td>E462 Field of education broad categories (2 digits)</td>
<td>None</td>
</tr>
<tr>
<td>FOE_SUPP_NARROW</td>
<td>String</td>
<td>60</td>
<td>0</td>
<td>E462 Field of education narrow categories (4 digits)</td>
<td>None</td>
</tr>
<tr>
<td>MFACULTY</td>
<td>String</td>
<td>15</td>
<td>0</td>
<td>Managing faculty</td>
<td>None</td>
</tr>
<tr>
<td>DFACULTY</td>
<td>String</td>
<td>18</td>
<td>0</td>
<td>Degree faculty</td>
<td>None</td>
</tr>
<tr>
<td>S_LEAVER</td>
<td>Numeric</td>
<td>8</td>
<td>2</td>
<td>E926  School-leaver indicator</td>
<td>(0, Overseas student)</td>
</tr>
<tr>
<td>ADMIT_OLD</td>
<td>Numeric</td>
<td>2</td>
<td>0</td>
<td>E327  Basis of admission pre-2005</td>
<td>(0, Missing)</td>
</tr>
<tr>
<td>ADMIT_NEW</td>
<td>Numeric</td>
<td>8</td>
<td>2</td>
<td>E327  Basis of admission 2005+</td>
<td>(1,00, Not a commencing student)</td>
</tr>
<tr>
<td>C_BIRTH</td>
<td>Numeric</td>
<td>4</td>
<td>0</td>
<td>E346  Country of birth code</td>
<td>None</td>
</tr>
<tr>
<td>C_BIRTH_NAME</td>
<td>String</td>
<td>16</td>
<td>0</td>
<td>E346 Country of birth name</td>
<td>None</td>
</tr>
<tr>
<td>C_BIRTH_SUBREGION</td>
<td>String</td>
<td>20</td>
<td>0</td>
<td>E346 Country of birth subregion</td>
<td>None</td>
</tr>
<tr>
<td>E319</td>
<td>String</td>
<td>5</td>
<td>0</td>
<td>E319 Term of residence</td>
<td>None</td>
</tr>
<tr>
<td>E319_AREAS</td>
<td>String</td>
<td>28</td>
<td>0</td>
<td>E319 Term residence area</td>
<td>None</td>
</tr>
<tr>
<td>E319_COUNTRY</td>
<td>String</td>
<td>36</td>
<td>0</td>
<td>E319 Term residence country name</td>
<td>None</td>
</tr>
<tr>
<td>E319_OSEREGION</td>
<td>String</td>
<td>28</td>
<td>0</td>
<td>E319 Term residence overseas subregion</td>
<td>None</td>
</tr>
</tbody>
</table>

Designing flat files is simple and requires little database design knowledge. By comparison, a relational database is a collection of related tables and uses a mathematical theory called normalisation to model these relationships in
order to minimise data duplication, reduce data anomalies and to reinforce data integrity – an essential requirement of transaction based processing (Kimball et al, 2002) – such as those within a student administration system.

For example, while a flat file of student enrolments might store the course code, course name, course abbreviation, course type etc. for every student, a relational database will store the course code for every student within the main table and have a course reference table containing the course code and related course characteristics which can then be linked back to the student record. In reality all the characteristics associated with a course may physically be located in dozens of reference tables in a relational system (e.g. course names may be stored in one table while course fields of education will be stored in another and course types within yet another). Designing a relational database therefore requires more planning to fully describe how the data is organised in terms of data structure, integrity, querying, manipulation and storage.

The downside of a relational structure is that we are often left with hundreds (or even thousands) of tables linked together in a bewildering web of relationships – conceptually represented by database developers by numerous entity-relationship diagrams (ERD’s). Most business users cannot intuitively understand or navigate such a complex model, plus data retrieval speeds are slow, and complex analysis often results in performance degradation of operational systems.

Below is an example of a small portion of an ERD from Callista (Monash’s student system) focused on a ‘student course attempt’ transaction.

By comparison, data warehouses are designed for fast and intuitive retrieval of integrated and high quality data for reporting and analysis. Like relational databases they also contain multiple tables that are related to each other,
but rather than the focus being on minimising data duplication, they are structured in a way that reflects how a business operates – through the establishment of ‘subject-oriented’ central fact tables (e.g. a table containing student enrolment records) and associated dimension tables (e.g. a course dimension table containing all course characteristics rather than storing different course characteristics in different tables) – which are ‘conformed’ to enable them to be shared across different subject areas (e.g. the course dimension table is shared across the Monash enrolment, load and completions data and also used in some admissions and student survey views).

**Enhanced Data Dissemination Project (EDDP) 2006 - 2008**

The requirement for a central repository/data warehouse of UPS data was first officially identified in September 2006 in a ‘2007 Education Related Strategic Initiatives application’. The proposed project was to provide easier access to more data that would support the Education Plan but primarily to support the objective of achieving “consistently superior results in indices, rankings, competitions, external audits and assessments” (Monash, 2007 p.3).

In mid-2006 another department within Monash launched a pilot project which was to include data in a Cognos BI 8 (Metrics Manager) presentation layer. UPS also followed suite around the same time on a ‘KPI Reporting project’ which was to be a two-staged implementation. The scope was to commence with a limited set of education indicators and then in Stage 2 progress to across the board Education, Research and Business Management KPI’s, including rankings and drill-down capability through the Cognos Metrics Manager Scorecarding functionality (Monash, 2007).

As this project progressed it became apparent that the flat file structures that predominated UPS would not support the aims of the project. In early 2008, UPS engaged the services of two Cognos consultants to develop some enrolment and equity reports in Cognos Report Studio. The development of these reports highlighted the problems associated with the inconsistencies in the UPS data.

This was a pivotal stage in the development of the EDDP as the focus of the project shifted from the implementation of web-based reporting tools to the establishment of a data warehouse focused on supporting the reporting and analysis activities within UPS. One of the UPS project team members embarked upon developing a pilot Access data warehouse which was limited in scope but contained all the elements required to build the Cognos reports. The project team member was able to develop a single fact table and associated dimension tables in a period of 2-3 days (see below).

While this improved the integrity of the data, it did not solve all of the reporting issues as the Cognos software could not connect directly to an Access database. Therefore an investigation was launched into establishing a UPS database schema in the Callista Oracle environment to enable Cognos to link directly to Oracle and to also take advantage of the Callista security framework.
The actual development of a limited scope Oracle data warehouse provided an opportunity for the project team and UPS management to see first-hand how a centralized data repository would benefit the department and resolve many of the data quality and data management issues.

It took the development of a pilot deployment of the UPS schema in Oracle to prove the concept of the data warehouse and get management and even project team buy-in. The analysts within UPS had to be convinced that they could still get access to the data that they would require without the presence of the SPSS historical flat files and management had to be convinced that this was achievable with the limited resources available within UPS.

**Oracle warehouse development**

Despite no one in the project team having any Oracle development experience (other than a basic understanding of SQL as a database querying language), and no central IT support to migrate the data to an Oracle environment, the setup of a UPS schema within the Oracle instance occurred within a matter of days.

UPS was able to migrate the data into the Oracle schema within 2-3 days. What followed over the next couple of years was an incremental development of the UPS Oracle data warehouse - with all developmental activities being carried out and managed by UPS staff. Instead of neatly delineating the developmental activities, necessity demanded that the Systems Manager within UPS become cross-trained in all facets of data warehouse activities. This included:

- All Oracle developmental activities involved with building the data warehouse schema.
- All ETL programming and data quality activities including resolution of any definitional and methodological issues.
• All conceptualisation and project management activities associated with defining the overall data warehouse architecture, including establishment of naming conventions (and ensuring adherence to them).
• Change control management across DEV, QA and PROD environments.
• Development of role playing dimensions and materialized views to support information dissemination and analytic requirements.
• Information dissemination via suite of custom UPS pivot tables configured to connect to the UPS data warehouse schema via ODBC Oracle Client.

• Establishment and management of data warehouse metadata.

The UPS data warehouse could be considered a non-standard data warehouse implementation due to the minimal involvement from central IT and the number of specialised data warehouse team roles assumed by the UPS Systems Manager. While other staff members within both the reporting and analysis teams within UPS were drawn upon to provide advice and assistance, the UPS Systems manager played the role of project manager, data warehouse architect, database developer, business analyst, data specialist, ETL modeler and developer, information delivery manager and end-user support and training.

While having one staff member perform so many roles is not usually best practice, it did have the benefit of allowing the project to remain agile. It was not constrained by a cross-functional, multi-level governance structure or a structured project management approach. The focus of the project was on delivering a working data...
warehouse that could continue to support the analysis and information dissemination requirements of UPS throughout all stages of its implementation through the development of a robust and centralized information management strategy and framework.

The current state of the data warehouse

Unlike an enterprise data warehouse which aims to consolidate data for the whole organization (Kimball et al, 2002), the UPS data warehouse could be considered a ‘datamart’ – as it was limited in scope to satisfy the reporting requirements of its analysts and well as those involved in the support of the university’s strategic planning framework and university wide reporting and monitoring.

The data warehouse currently contains the following modules:

- Monash DEEWR student and staff collection census data (enrolment, load-liability, completions and staff - including preliminary 2010 data updated monthly). This enables enrolment, load, equity, academic performance (GPA, Average marks, Grade Distribution, Student Course Progression, Retention Rate), Student-Staff Ratio, Course completion etc types of analysis.
- National aggregated DEEWR student and staff collection data. This enables comparison of Monash student and staff data against other institutions nationally.
- Go8 record-level student collection data. This enables student tracking across years and the replication of various performance indicators and measures and the benchmarking of Monash data against the Go8 for KPI reporting.
- VTAC admissions data – sector wide data on applicants, preferences, VCE subject outcomes, Popularity Polls (course preferences) and Graduate Entry Teaching data. This enables analysis at the applicant or preference level of detail.
- National Graduate Destination Survey (GDS), Course Experience Questionnaire (CEQ) and Postgraduate Research Experience Questionnaire (PREQ) data. This enables analysis of full-time employment, further study, CEQ scales/survey items, graduate salaries, PREQ scales etc.

Along with the core DEEWR submission data, additional reporting elements are extracted from Callista to enable Monash student performance analysis. UPS disseminate data to the University community through a series of customized Excel pivot tables. Most of these now have direct ODBC links to the data warehouse – so they can be refreshed automatically.

Examples of how the data warehouse enables rapid and flexible analysis

How does the data warehouse enable UPS to respond rapidly to additional reporting requirements? To best illustrate this, the section below will focus on a single module within the overall data warehouse and how the materialized view functionality is used to create views within the data warehouse that can then be used for analytical or data dissemination (i.e. pivot table) purposes.

The unit’s equity data is created from the enrolment and load fact tables and associated dimension tables. Below it will also discuss how the view could be extended in order to enable replication of the new HEPPP participation formula for the determination of low SES students.
The simplest structure of a data warehouse is called a star schema – with a central fact table and associated dimension tables (which contain descriptive textual information and the attributes which are actually used for analysis and reporting).

In the diagram below, the fact table holds the data on Monash ‘student course enrolments’ and the following columns about this subject area within the warehouse: course of enrolment and its commencement status and the following student demographic characteristics: country of birth, age, language spoken at home, permanent home location, gender and whether the student is used in the calculation of the equity measures. The fact table also has two ‘facts’ (measures): student count (FACT_ENR_STU_ALL) and course enrolment count (FACT_ENR_CRS_ALL).

The associated dimension tables include: UPS_DIM_LANG_HOME (containing language fields), UPS_DIM_AGE (containing age groupings), UPS_DIM_LOCN_HOME (containing home residence groupings based on postcode or country) and UPS_DIM_CRS_VERS_ALL_V (containing course characteristics), and they each describe the codes within the central fact table at various levels of detail. Dimension tables enable users to ‘slice and dice’ data in the data warehouse and have three primary functions – to provide filtering, grouping and labeling (Wikipedia, 2010).

For example – the base dimension table ‘UPS_DIM_LOCN’ – at its lowest level of detail can describe the individual Australian postcode or overseas country code, however also has attributes which enable this characteristic to be
grouped at the Australian state or country region and sub-region level of detail, as well as indicate the socio-economic status of the postcode and its metropolitan/provincial or remote classification—see below.

<table>
<thead>
<tr>
<th>LOCN_CD</th>
<th>LOCN</th>
<th>LOCN_OFFSNR</th>
<th>LOCN_MUS_BLN</th>
<th>LOCN_MUS_STE</th>
<th>LOCN_REG</th>
<th>LOCN_SUB_REG</th>
<th>LOCN_CTRY</th>
<th>LOCN_PCD_M LOCN_PCD_1_2METRO</th>
<th>LOCN_PCD_M LOCN_PCD_3_4_PROV</th>
<th>LOCN_PCD_M LOCN_PCD_REMOTE</th>
<th>LOCN_PCD_M LOCN_PCD_SES</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2740</td>
<td>02740 Orchard Hills</td>
<td>Australia</td>
<td>interstate</td>
<td>New South Wales</td>
<td>Australia</td>
<td>Australia</td>
<td>Australia</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>Medium</td>
</tr>
<tr>
<td>A9337</td>
<td>09337 Melton</td>
<td>Australia</td>
<td>Melbourne</td>
<td>Victoria</td>
<td>Australia</td>
<td>Australia</td>
<td>Australia</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>Low</td>
</tr>
<tr>
<td>A3311</td>
<td>03311 Little River</td>
<td>Australia</td>
<td>New South Wales</td>
<td>Victoria</td>
<td>Australia</td>
<td>Australia</td>
<td>Australia</td>
<td>0.0</td>
<td>1.0</td>
<td>0.0</td>
<td>Medium</td>
</tr>
<tr>
<td>X1101</td>
<td>New Zealand</td>
<td>Overseas</td>
<td>Overseas</td>
<td>Overseas</td>
<td>New Zealand</td>
<td>New Zealand</td>
<td>New Zealand</td>
<td>999</td>
<td>999</td>
<td>999</td>
<td>No information</td>
</tr>
<tr>
<td>X2401</td>
<td>Denmark</td>
<td>Overseas</td>
<td>Overseas</td>
<td>Overseas</td>
<td>North West Europe</td>
<td>Northern Europe</td>
<td>Denmark</td>
<td>999</td>
<td>999</td>
<td>999</td>
<td>No information</td>
</tr>
<tr>
<td>X5104</td>
<td>Thailand</td>
<td>Overseas</td>
<td>Overseas</td>
<td>Overseas</td>
<td>South East Asia</td>
<td>Mainland South East Asia</td>
<td>Thailand</td>
<td>999</td>
<td>999</td>
<td>999</td>
<td>No information</td>
</tr>
<tr>
<td>X5102</td>
<td>Canada</td>
<td>Overseas</td>
<td>Overseas</td>
<td>Overseas</td>
<td>Americas</td>
<td>Northern America</td>
<td>Canada</td>
<td>999</td>
<td>999</td>
<td>999</td>
<td>No information</td>
</tr>
</tbody>
</table>

Dimension tables are easily extendable to allow for the inclusion of new attributes. For example, if there was a requirement to group the Australian postcodes in a very specific way for reporting of metropolitan and regional areas—this could be accomplished through the creation of a new category within UPS_DIM_LOCN and the assigning of individual postcodes to this new category.

In any data warehouse there will be multiple fact tables, and dimension tables need to be shared across the warehouse. Dimension tables can also be used for numerous roles within the warehouse i.e. the base location dimension (UPS_DIM_LOCN) – plays the following roles within the warehouse: permanent home location, semester location and commencing location. This base dimension may also need to be summarized to provide a more aggregated version of the data i.e. to describe a student or staff member’s country of birth.

A series of dynamic materialized views of this base dimension table enable it to be used in multiple ways across the entire warehouse depending on its context and to ensure consistency in how the data is presented for analysis or reporting. The importance of naming conventions also comes into play to describe the role that the variable is playing as well as its relationship to the base dimension.

In order to enable the replication of the participation component of the HEPPP fund – this would require the integration of data relating to a student’s SES (based on the CCD of their permanent home address) as well as their entitlement to Centrelink benefits. In order to enable this, processes would have to be designed to firstly determine the appropriate student address to use for a particular student, and then subsequent geocoding of the address would provide a CCD which could then be matched to a SES. Student Centrelink data would also have to be incorporated into the warehouse with some way of identifying whether a student is entitled to Centrelink benefits at a particular point in time.

In its most simplistic implementation, the above star schema would simply join to two additional dimension tables. The first new dimension table would contain student address information, CCD (if able to determine) and associated SES details for that address. The second dimension table would contain student Centrelink entitlement data at particular points in time. Both dimension tables could be matched to the enrolment data by matching on the Student ID and/or Year. The resulting analysis view would then contain the SQL required to consolidate the variables from the various dimension tables associated with the particular fact table/s, and perform any additional transformations or calculations to produce a final data view which has all the variables required for analysis.

Currently a single equity analysis view enables the determination of access, participation, retention and progression rates and ratios for each of the equity groups that DEEWR publish in their IAF report.

University Planning and Statistics
Office of the Pro Vice-Chancellor (Planning and Quality)
A revised equity view would theoretically contain a couple of new calculated facts for a student enrolment record, which would represent the ‘A’ and ‘B’ component of the HEPPP participation fund formula below (DEEWR, 2010a, p. 15):

\[ C = \frac{(2 \times A + B)}{3} \]

- Where ‘C’ = Indicator of undergraduates from low SES backgrounds. This would be calculated dynamically within the pivot table based on the values of ‘A’ and ‘B’ – which are recorded at the student enrolment level, but could be calculated at any level of aggregation of the data.
- \( A \) = record in equity analysis view will have a value of 1 in this variable if the student is a low SES student – based on their cleaned and geo-coded permanent home address.
- \( B \) = record in equity analysis view will have a value of 1 if they are entitled to Centrelink benefits at a particular point in time.

The replication of the Centrelink component of the HEPPP participation formula will be methodologically difficult as DEEWR only obtain this data at the aggregate institutional level for use within their calculations; however UPS are currently investigating the possibility of sourcing this data. Further work is still required in developing the methodology and incorporating this into the warehouse to allow for replication of this data at lower levels of detail.

The foray into geocoding of student addresses will pave the way for more sophisticated analytical techniques associated with ‘location intelligence’. Some analysis is best done using a visual/ geographical representation of the data, and the future integration of further ABS data into the warehouse will enable analysts to have access to a much richer range of data to aid any investigative needs and to progress further along the business intelligence spectrum (see diagram below) – from simply reporting what has happened in the past to predicting what might happen in the future.

![The Spectrum of BI Technologies](image)

**Future implementation plans**

---
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Whilst UPS has come a long way since the beginning of 2008 with respect to their data management framework, there is a need to further consolidate the currently disparate SPSS, SAS and SQL processes into an integrated solution, and to take advantage of other capabilities that a product such as Oracle Warehouse Builder (OWB) might offer, such as: data lineage, data mapping, impact analysis, dimensional modeling, data quality and documentation features.

For example, the impact analysis feature of OWB would enable UPS to determine the effects throughout the entire warehouse of a change to a particular variable or data source, and the data lineage feature enables tracking the path that any variable takes throughout the warehouse and any transformations that occur to it. Currently this is possible but time-consuming and complex.

Monash University has also been using up until 2010, Oracle Discoverer as its university-wide BI presentation/reporting tool. It was initially chosen as a low-cost solution to provide experience with BI technology and to give an opportunity to further develop user requirements (Monash, 2006a). In 2010 Monash University chose SAP Business Objects as its BI presentation layer. OPQ are currently working with the Monash BI team to investigate synergies between the enterprise data warehouse and the OPQ ‘datamart’ and will be reviewing their information dissemination and analysis strategies over the next couple of years.

Conclusion

The benefits associated with having a centralized data repository have resulted in a much closer collaboration between the reporting and analysis teams within UPS, a greatly reduced effort in preparing and disseminating high quality and consistent data, as well as the ability to rapidly respond to changing reporting and analytical requirements.

The analysis team is now able to spend much more time analyzing the data and performing more complicated forms of analysis – such as scenario planning, preparation of issues papers, student tracking/cohort analysis and the preparation of custom datasets and pivot tables. For instance, the consistency across the different modules allows analysts to easily merge together data on different subjects areas with ease (e.g. examine how many deferred students return by matching together VTAC admissions data containing deferral records with subsequent enrolment data).

The unique history and developmental approach within UPS mean that this is a flexible data warehouse designed by analysts for analysts and business users. The iterative approach to development has meant that it could rapidly gain management and user support and provide real benefits to the department within a very short period of time.

The production of a pilot data warehouse in early 2008, which was limited in scope but was able to successfully demonstrate the concept of data warehousing, was critical in the success of this project, as was the ability of key staff members involved on the project to rapidly cross-train to develop skills in all necessary facets of IT (Eckerson, 2010) required to enable the Oracle warehouse to be conceptualized, modeled, built and maintained by UPS - with very limited IT support. This ownership of the warehouse by the key users and data specialists of the data, mean that it can respond very rapidly to additional requirements as there is no cross-functional, multi-level data warehouse governance structure is place (Watson et al, 2004).
The ability to incorporate the new HEPPP participation methodology into the warehouse is best done by staff who understand the intricate complexities of the individual components of the formula and how the data will need to presented for analysis. With a structured approach to development, this would be very time-consuming, as it is very difficult to provide detailed specifications to non-users of the data, when the exact methodology is still in the process of being determined (and provided by DEEWR) and there are still so many unknown factors.

Whilst there is a need for an enterprise-wide data warehouse at Monash to address the entire university’s data needs, UPS had very specific information requirements which necessitated the development of the UPS data warehouse. The Monash University BI implementation is currently finalizing the second of its five portfolio area (Research, Education, HR, Finance and Advancement) implementations and will not be in a position to provide UPS with its very specific data requirements for a number of years.

The ever-present need to provide official, government-reported census data (upon which funding is based), with the ability to replicate published methodologies, means that UPS must have a centralized data repository which is able to rapidly respond to changes in the sector and grow and evolve like the reporting environment around it. With very limited resources UPS was able to develop a robust and integrated warehouse which was able to consolidate a wide range of data, significantly streamline the data preparation activities within UPS and enable the implementation of an integrated data management strategy within the department.
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